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Abstract—Deep neural networks are widely used in the seg-
mentation and classification of medical images. However, little
work has addressed the prediction of shapes based on population
data over time as a regression problem. In this paper, we intro-
duce a regressive convolutional neural network for landmark-
based shape prediction. Unlike the conventional CNN model, the
proposed network takes the input of a target age, and outputs
the corresponding shape for that age. Experimental results
demonstrate the effectiveness of the proposed ShapeNet to predict
corpus callosum and mandible shapes with correct topology and
accurate fitting that matches real-world scenarios. The proposed
ShapeNet can predict the shape variation of high dimensional
and nonlinear data, which is often critical to understanding
the processes that change the shape of anatomy in biology and
medical fields.

Index Terms—Shape prediction, Age-related disease, Regres-
sive convolutional neural network

I. INTRODUCTION

With the emergence of many types of medical imaging
technologies such as CT, MRI, fMRI, PET and DTI, medical
shape analysis is necessary to automatically predict shape
changes in anatomical structures. Deep neural networks have
been extensively applied to shape analysis in the fields of
biology and medicine [1]]-[6]]. Most deep neural networks ad-
dress the segmentation [[1], [4]], [7], [8]] and classification [9]-
[12] of medical images. One of the most well known medical
segmentation convolutional neural network (CNN) architec-
tures is called U-Net [[8]. There are two prominent novelties
in U-Net: it combines the same number of upsampling and
downsampling layers, and so-called skip connections combine
opposing convolution and deconvolution layers. Later, more
modified U-Nets were proposed for image segmentation. Cicek
et al. [13]] proposed a U-Net for 3D data. Milletari et al. [4]]
extended U-Net to incorporate ResNet-like residual blocks and
a Dice loss layer to reduce segmentation error. Al Arif et al. [1]
modified the U-Net architecture and formed their SPNet to
predict the shape changes instead of the segmentation maps,
but the output is still an image, as opposed to a structured
shape.

Classification is also an essential task in medical image
analysis. Suk et al. [14] applied CNN to classify the cate-
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gories of Alzheimer’s disease. Kawahara and Hamarneh [[15]]
developed a multi-stream CNN to classify skin lesions. Also,
Setio et al. [16] used a multi-stream CNN to classify nodule
vs. non-nodule points in chest CT scans. Gao et al. [17]
combined CNNs and recurrent neural networks to classify
different grades of nuclear cataracts in slit-lamp images.

In addition, deep neural networks are applied in regression
problems in medical images. Anatomical object boundary
localization, such as landmarks, has been an important prepro-
cessing step in segmentation tasks and in clinical workflows
for therapy planning and intervention. Some works have
addressed the location of landmarks. For example, Payer et
al. [18] used modified CNNs to directly predict landmark
locations. The output of the neural network is the landmark
map. Other work, including Xie et al. [[19]], employ a structure
regression model to detect the locations (but not boundaries)
of cells with CNNss.

Neurodegenerative disease is difficult to detect in early
stages, and shape deformation of a specific brain structure is
highly associated with age. Neurosurgeons desire to predict
future brain pathology changes for the diagnosis of patients.
However, few deep neural networks have addressed shape
variation based on population data. Shape analysis is difficult
in the medical field since shape data are typically high-
dimensional and nonlinear. In addition, most deep neural
networks are trained by a pixel-wise loss function, making
it difficult to maintain topological shape information. Conven-
tional methods include using geodesic regression [20]-[22]]
to model shape changes, which assume that the shape has a
linear (or polynomial) relationship between time and shape
topology. However, we cannot guarantee that this assumption
is correct. In our work, we make no such a priori assumption
by applying a regressive neural network to predict the shape
changes. In addition, differing from the traditional CNN, we
propose a regressive CNN, which ends with a regression layer.
In this paper, we focus on aged-related shape changes; we
aim to predict a pathology shape given a specified age, which
could provide guidance for the diagnosis of neurodegenerative
disease. Therefore, the input of our proposed ShapeNet is the
target age (which is just one number), but the output is a shape
(whose dimensionality is naturally much bigger than that of the
input) for that age. The predicted corpus callosum, mandible



and amygdala shapes show a correct topology and accurate
fitting that matches scenarios in real cases. We have several
challenges in developing a high-quality model.

o The shapes from different pathologies are different; ide-
ally, a neural network architecture should be applicable
to different shapes with suitable training.

« We have a limited number of shape instances in our data,
which limits the generalizability of developed models.

Our contributions are two-fold:

1) We are the first to propose a regressive convolutional
neural network named ShapeNet for landmark age-
focused shape prediction. Unlike conventional CNNs,
the input is only a single numeral (age), and the output
is the corresponding shape instead of a label per pixel
in a segmentation map. We demonstrate how to extend
our ShapeNet into 3D space.

2) We validate our model using both synthetic data and
human MRI and CT data. The results indicate that
given a target age, ShapeNet is generally able to predict
the shape with correct topology, and with much higher
accuracy than a state-of-the-art geodesic approach.

II. PROBLEM DESCRIPTION

Previous age-focused landmark shape prediction methods
are highly dependent on manifold learning and have a linear
(or polynomial) relationship between age and the shape [20]-
[22]. Also, the inputs of traditional CNNs are always images,
and the output is the image map. In our case, there is such a
relationship between target and shape: the input of ShapeNet
is the target age and the output is the 2D shape. We formalize
the age-focused shape prediction problem as follows.

Given the age X = {z;}},, with its corresponding shape
Y = {y;}X¥, (each y; is a vector with the size of M x 1
that can be interpreted as 2 x (M/2), which is a 2D landmark
shape as a list of coordinates), we aim to predict the shapes
(V' = {y/}N')) given a specific age (X’ = {z}} ), and we
minimize the half sum-of-squared errors in Eq. [T} Therefore,
we aim to design a deep neural network to learn the shapes
and make predictions based on the learned model.

N

1 N2
E = 52(1/1- — ), (1)
III. METHODS

In this section, we show the architecture of our proposed
ShapeNet, and analyze the significance of predicted shapes
compared with ground truth shapes.

A. ShapeNet

To overcome the smaller number of features of the input
layer (age: 1 x 1), we need an appropriate network architecture
for extracting better feature representations to be able to model
the relationship between the age and nonlinear landmark
shape. Fig. [T] shows the ShapeNet architecture. It contains two
major modules: feature extraction and prediction. Notably, in
the feature extraction module, it consists of & blocks, and each

block has six layers (Convolution (Conv), Batch normalization
(BN), Rectified linear units (ReLU), Average pooling (AP),
Cross-channel normalization (CCN), and Max pooling (MP)).
This block is able to extract features from the simple numerical
target age, and feeds them into a fully connected (FC) layer
for regressive shape prediction. The input of ShapeNet is the
age, and the output shape is from the final regressive layer,
which is a novelty of our model. Fig. [1] also lists the number
of features of each layer.

In each block, we employ the Conv layer to generate more
features from the previous layer (e.g., the first Conv layer
has the filter size of [1, 1], number of filters: 20, stride size
of [1, 1] and zero padding. Hence, the final output size is
1 x 20). The ReLU layer reduces the number of epochs to
achieve the training error rate better than traditional tanh units.
The normalization layer increases generalization and reduces
the error rate. In addition, ReLU and normalization layers do
not change the size of the feature map. The pooling layers
summarize the outputs of adjacent pooling units. The dropout
(Drop) layer randomly sets input elements to zero to prevent
overfitting. The loss function of the last regression layer is the
same as our error function, which is defined in Sec. [Tl The
size of each shape M can affect the number of k blocks. A
smaller value of M causes a larger value of &, since a smaller
M will need more layers (extracting more features) to learn
the pattern of shape

One of the most obvious merits of ShapeNet is that more
features can be extracted from k feature extraction blocks.
Fig. 2] depicts an example of a pentagon shape prediction
using a 5-block trained ShapeNet; it shows in detail the
values represented in the layers of the first block and the
final few layers which reflect a complete pentagon shape.
With more features extracted in &k blocks, we can easily
build the relationship between model and the predicted shape.
Therefore, ShapeNet is able to predict pentagon shape at an
arbitrary age (63 in this figure).

B. Significance analysis

To illustrate the significance of predicted shapes, we first
calculate the R? statistic and then report the p-values of
predicted shapes when comparing with true shapes.

1) Extended R? statistic: The R? statistic has proven to
be a useful metric to indicate the significance of the linear
regression model [23]. Accordingly, we extend the R? statistic
to fit our unknown relationship regression. The range of the
R? statistic is between [0, 1]; the higher the R? value, the more
variation is explained by the model, and the better the model
fits the shape.

N
_ 21':1 Sresidual
N
Zi:l Stotal
here S,csi = S0 (i — ¥j)? and S =
where residual - Zk:l(ylk yzk) , an total -

224:1 (yir.—Yr)?, N is the number of shapes, M is the number
of values making up the points of a shape, y is the mean

R?_1 Unexplained variation 1
B Total variation B

» (2)

ISource code is available at: |https:/github.com/heaventian93/ShapeNet,


https://github.com/heaventian93/ShapeNet
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Fig. 1: ShapeNet consists of k feature extraction blocks. Each block has six layers. The input is the target age with unit
dimensions, and the output regression layer is the shape of a structure with dimensions of 1 x M, which can be interpreted as
2 x M /2 (using 2D landmarks as shown in rightmost shape; or 3 x M /3 for 3D landmarks). (Conv: Convolution, BN: Batch
normalization, ReLU: Rectified linear units, AP: Average pooling, CCN: Cross-channel normalization, MP: Max pooling, Drop:
dropout and FC: fully connected. The number of features of each layer is denoted below each layer. NF: the number of filters).
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Fig. 2: An example of features from different layer using ShapeNet for predicting the shape of a pentagon at “age” 63.

shape of Y, that is we calculate the mean landmark positions
y=1/N Zf\;l y;. Since both y;, —y},, and y;; —Jy, are vectors
of differences, we add a sum to calculate S,cg;gua; and Siotai-

2) Hypothesis tests: We test a hypothesis to show the
significance of predicted shapes and true shapes. The null
hypothesis is Hp: there is no significant difference between
predicted shapes and original shapes (they are from the same
distribution). We perform two-sample t-tests to calculate the p-
Valuesﬁ Since each prediction will have a p-value, we calculate
the mean p-value per dataset.

’If the p-value is less than 0.05, we strongly reject the null hypothesis
(meaning that predicted shapes are likely to significantly differ from original
shapes); if the p-value is larger than 0.05, we fail to strongly reject the null
hypothesis (suggesting that predicted shapes are similar to original shapes).

IV. RESULTS

In this section, we validate our model using both synthetic
data and real data. We further compare our results with
linear regression and a geodesic regression model
and conduct significance analyses, which demonstrates the
applicability and goodness of our model.

A. Shape Predictions

Pentagon: To show the applicability of our model in
shape prediction, we first apply ShapeNet to predict shape
variations of a synthetic Pentagon dataset. This data contains a
collection of 50 pentagon shapes with pseudo age X from 1 to

3We re-implemented Fletcher’s geodesic regression model .
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Fig. 3: Shape prediction results for ages 1-100 of pentagon
data, given data from ages 1-50 (GR: geodesic regression and
LR: linear regression).

50. Each pentagon has 26 2D points. We aim to predict unseen
pentagon shapes when age X is from 51 to 100. The prediction
results are shown in Fig. 3] There are 100 shapes in each
of Fig. 3[b-d), but some of them are overlapping with each
other (especially in Fig. [3(d)). The predicted pentagon shapes
from geodesic regression model shrink with the increasing of
x, which is not a correct trend as shown in original shapes.
However, ShapeNet can almost recover the shape variations.
This example illustrates the applicability of our model in
analyzing the shape variations of data. Fig. ] shows the root
mean square error (RMSE) and loss for the training of a
pentagon modelﬂ

Corpus callosum shape: The corpus callosum data in-
cludes 32 MRI scans of human brain subjects, with ages from
19 to 90, which is from Open Access Series of Imaging Studies
(OASIS) database www.oasis-brains.org. The boundaries of
these segmentations are sampled with 64 2D boundary land-
marks [20], [22]. We later add one pair point to connect the
starting and ending points (the final size of Y is 130 x 32,
which can be reshaped into 2 x 65 x 32). Fig. [5] compares the
predicted shapes of ShapeNet with the geodesic regression
model (the training ages are excluded). The predicted shapes
show that the anterior, mid-caudate and posterior of corpus
callosum is changed with the increasing of age. Compared

4While not shown, the training RMSE and loss for models of other datasets
are similar to pentagon data.
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Fig. 4: The training RMSE and loss of pentagon data.
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Fig. 5: Shape prediction results of corpus callosum using
ShapeNet and geodesic regression.

to predicted results from geodesic regression, we find that
ShapeNet can predict shapes with larger variations over ages,
much like the original shape data.

Mandible shape: Our mandible data is extracted from a
collection of CT scans of human mandibles, with 77 subjects
aged from 0-19 [25]. We sample 400 2D points on the
boundaries. Visualization of 3D mandible raw data and 2D
shape data are shown in Fig. [6] Fig. [7] shows the predicted
mandible shapes with ages from 19-25 using trained ShapeNet
from 77 subjects. We find that mandible shapes have larger
variations in the temporal crest, middle part and the base.

B. Significance analysis

The statistical significance of the predicted shapes is ex-
amined using methods described in Section Table [l
compares the R? statistic of ShapeNet and the traditional
geodesic regression model. The R? values of three datasets
from our ShapeNet are far larger than that of the state-of-
the-art geodesic regression model. The lower value for the
geodesic regression model gives the suggestion that shape
variability is not well-modeled by age, since age only describes

TABLE I: R? statistic of predicting shapes

Datasets Pentagon | Corpus callosum | Mandible
Geodesic regress. 0.0223 0.0234 0.0873
ShapeNet 0.3911 0.3854 0.1738
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Fig. 7: The predicted shapes of human mandible shapes with
the increasing of age (as shown by the color).

a small fraction of the shape variation. It is true that other
factors (gender, weight etc.) will affect the changes in shape.
However, the coefficient of determination (R? values) of our
model demonstrates that age is an important factor that affects
these shapes. The most essential benefit of the proposed
ShapeNet over traditional methods is that a larger number of
distinct shapes can be predicted using ShapeNet. Therefore,
our shape prediction approach is better than the state-of-the-
art geodesic regression method.

The mean p-values of the three datasets are: 0.6365, 0.9392
and 0.2497, respectively. All results are from two-sample t-
tests and cannot reject the null hypothesis, which implies that
the predicting shapes are at least somewhat similar to the true
shapes (especially for corpus callosum dataset, in which the
predicted shapes almost recover the original shapes).

C. Model extension

To demonstrate further the generalization of our model, we
extend ShapeNet into 3D space since many medical images
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Fig. 9: The predicted shapes of human amygdala shapes with
the increasing of age.

are in three dimensions using an additional task. In general,
shape analysis will be difficult in 3D space due to the increased
complexity. However, we can extend ShapeNet into 3D shape
prediction by simply reshaping the data into the size of 3 x
M /3 analogously to the last step of Fig. [I} To the best of our
knowledge, geodesic regression has not been defined for 3D.

We test our 3D ShapeNet using human amygdala data [26]],
which contains 46 subjects aged from 8 to 24. We sample 2562
3D points on all 3D surfaces. Fig. [§] shows the mean of the
3D amygdala shape. The predicted shape changes are shown
in Fig. EI with R? value of 0.3006. We can observe that the
head of the modeled amygdala grows larger as age increases
(as one would expect).

V. DISCUSSION

From these experiments, we find that the proposed ShapeNet
approach is able to predict the shape changes with a higher
R? value. One reason is that the k blocks provide enough
modeling capacity to encode the shapes at each age, and to
generalize to unseen ages. The pentagon shapes predicted by
geodesic regression are not correct since the shapes will not
merely shrink with the progression of age; they also grow
bigger as shown in the shapes from ShapeNet. In addition,
input data for the geodesic regression model needs to be
normalized to comply with the geometrical properties of the
manifold. The normalization of data can cause information



loss, but we do not need to normalize the data in our model.
The R? value in the mandible dataset is not as significant as
the other two datasets, which is caused by the little variations
of the original data. We also easily extend our model into 3D
space since only the number of blocks k£ and final shape size
are changed.

However, one weakness of ShapeNet is that it is sensitive to
large changes in shape from one time unit to the next. There
is an intrinsic assumption that landmark positions change
slowly. Another is that it is difficult to explore population-
based shape changes if each shape is substantially different
from each other. In addition, ShapeNet is currently trained
with population-based shapes, which only show the shape
variations of the general population due to the absence of
data for individuals over time. Finally, we note that the model
can be easily extended to support more than a single input;
natural extensions would include other influential factors such
as gender, weight, etc.

VI. CONCLUSION

This work is the first to propose a regressive convolutional
neural network for age-focused landmark shape prediction,
which is applicable to 2D and 3D data. Experimental results
demonstrate the effectiveness of the proposed ShapeNet to
predict the corpus callosum and mandible shape, and amygdala
with correct topology and accurate fitting that matches real
world shapes. The proposed ShapeNet can predict shape
variability of high dimensional and nonlinear data, which is
often critical to understanding processes that change the shape
of anatomy in the fields of biology and medicine.

There are several directions for follow-up work. First, to
apply ShapeNet to the prediction of shapes from individuals
(rather than the population in general). Second, to extend
the current network to improve predicted shapes when there
are significant changes in the data across few timesteps.
Both would enable ShapeNet to have more impact on age-
focused shape prediction and be beneficial to early diagnosis
of neurodegenerative disease.
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